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Abstract： 

We discuss some recent results on model-based methods for 

reinforcement learning (RL) in both online and offline problems. 



For the online RL problem, we discuss several model-based RL 

methods that adaptively explore an unknown environment and learn 

to act with provable regret bounds. In particular, we focus on 

finite-horizon episodic RL where the unknown transition law belongs 

to a generic family of models. We propose a model based 

‘value-targeted regression’ RL algorithm that is based on optimism 

principle: In each episode, the set of models that are `consistent' with 

the data collected is constructed. The criterion of consistency is based 

on the total squared error of that the model incurs on the task of 

predicting values as determined by the last value estimate along the 

transitions. The next value function is then chosen by solving the 

optimistic planning problem with the constructed set of models. We 

derive a bound on the regret, for arbitrary family of transition 

models, using the notion of the so-called Eluder dimension proposed 

by Russo & Van Roy (2014). 

Next we discuss batch data (offline) reinforcement learning, where 

the goal is to predict the value of a new policy using data generated 

by some behavior policy (which may be unknown). We show that the 

fitted Q-iteration method with linear function approximation is 

equivalent to a model-based plugin estimator. We establish that this 

model-based estimator is minimax optimal and its statistical limit is 

determined by a form of restricted chi-square divergence between the 

two policies. 
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