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Abstract:

This talk will report the regularized least
square regression on the sphere. It develops
a theoretical analysis of the generalization
performances of regularized least square
regression algorithm with spherical
polynomial kernels. The explicit bounds are
derived for the excess risk error. The
learning rates depend on the eigenvalues of
spherical polynomial integral operators and
on the dimension of spherical polynomial
spaces.
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