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Abstract:

We review some recent advances in
stochastic gradient descent method and its
variants,  with an emphasis  on
data-intensive applications. More
specifically, we discuss issues such as
theoretical complexity and constraint
randomization. We illustrate applications of
SGD in statistical estimation and machine
learning, and discuss some open theoretical
guestions.
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Mengdi Wang is an assistant professor at Department of

Operations Research and Financial Engineering, Princeton
University. Mengdi Wang is interested in stochastic
optimization that involves uncertainty or hidden
information, with an emphasis on optimization in machine

learning and dynamic programming.
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