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Abstract： 
A simple yet powerful idea for solving large-scale computational 

problems is to iteratively solve smaller subproblems.  The 

applications of this idea include Gauss-Seidel (G-S), Kaczmarz, 

coordinate descent (CD), and ADMM.  We prove rigorously that for 

all these methods, there are large gaps between the deterministic 

cyclic versions and the randomized versions. 

 

First we show an O(n^2) gap in the convergence rate for 

CD/G-S/Kaczmarz methods.  In particular, we show that the cyclic 

versions can be O(n^2) times slower than their randomized 

counterparts.  Such a gap has been noticed in existing theoretical 

results, but was usually considered to be a theoretical artifact.  We 

show that this gap indeed exists and establish the worst-case 

complexity of these methods. 

 

Second we show a gap between divergence and convergence for 

ADMM.  In particular, although cyclic multi-block ADMM was 

recently found to be possibly divergent, we show that RP-ADMM 

(randomly permuted ADMM) converges in expectation for solving 

linear systems.  We believe RP-ADMM is potentially a very 

competitive algorithm for large-scale linearly constrained 

optimization problems. 
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